Development of structure and function in the infant brain: Implications for cognition, language and social behaviour
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Abstract

Recent advances in cognitive neuroscience have allowed us to begin investigating the development of both structure and function in the infant brain. However, despite the rapid evolution of technology, surprisingly few studies have examined the intersection between brain and behaviour over the first years of life. Even fewer have done so in the context of a particular research question. This paper aims to provide an overview of four domains that have been studied using techniques amenable to elucidating the brain/behaviour interface: language, face processing, object permanence, and joint attention, with particular emphasis on studies focusing on early development. The importance of the unique role of development and the interplay between structure and function is stressed throughout. It is hoped that this review will serve as a catalyst for further thinking about the substantial gaps in our understanding of the relationship between brain and behaviour across development. Further, our aim is to provide ideas about candidate brain areas that are likely to be implicated in particular behaviours or cognitive domains.

\textcopyright{} 2006 Elsevier Ltd. All rights reserved.

Keywords: Development; Brain; Cognition; Language; Imaging; Infants

Contents

1. Introduction ................................................................. 1088
  1.1. The importance of a multi-level approach ........................................... 1088
  1.2. Emerging methods for the study of developmental trajectories ................. 1088
  1.3. Structural development of the infant brain ........................................... 1089
  1.4. Tracking development over time using well-defined tasks ....................... 1090
  1.5. The importance of developmental data .............................................. 1090
  1.6. Brain development in language, cognition, and social behaviour ............... 1091
2. Rapid auditory processing .................................................. 1094
  2.1. Behavioural studies ........................................................................ 1094
  2.2. Electrophysiological studies .............................................................. 1094
  2.3. Functional neuroimaging studies ......................................................... 1094
  2.4. Structural neuroimaging studies .......................................................... 1095
  2.5. Animal studies .............................................................................. 1095
  2.6. Summary ....................................................................................... 1096

*Corresponding author.
E-mail address: sarah.paterson@yale.edu (S.J. Paterson).

0149-7634/$ - see front matter \textcopyright{} 2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.neubiorev.2006.05.001
1. Introduction

A rapidly expanding literature examines the role that different brain regions play in cognition and behaviour. Much of these data have come from animal models as well as lesion studies in animals and brain-injured patients. In addition, the body of research concerning the normal course of development for specific brain areas and their relation to skills in infancy is growing. The need for such research has been highlighted by the increasing emphasis on interdisciplinary approaches to cognitive neuroscience that encompasses the work of cognitive developmentalists, basic neuroscientists and imaging experts. However, the critical interdisciplinary studies examining brain and behaviour patterns prospectively and longitudinally across the first years of development have yet to be accomplished.

1.1. The importance of a multi-level approach

In order to fully understand brain and behaviour relations over the course of development, one must gather converging data from a variety of sources. The study of mature intact brains provides us with an idea of the endstate that the developing organism must reach. The morphological and physiological correlates of behaviour are much more easily defined and recorded in the adult than in the infant, so adult studies provide a rational starting point for the investigation of the developmental process. In addition, brain dysfunction provides a window onto which aspects of structure and function are necessary for the performance of particular tasks in adulthood. It is extremely important however, not to underestimate the role of development in this endeavour. One must consider the complex and still poorly understood processes that interact across early development to result in a normative brain, as well as how particular biological or genetic factors influence the brain’s developmental trajectory. Animal models allow us to perturb the system as it develops and to study what effect this has on brain structure, brain function and behaviour. This is particularly valuable when lesions and malformations are present very early in development because, of course, the very best way to gather data on development is to study a developing organism. It is also critical to study both typically and atypically developing infants and children because changes in the developmental trajectory and the impairments to which they lead may highlight those aspects of structure and function which are decisive in achieving an optimal outcome.

1.2. Emerging methods for the study of developmental trajectories

In recent years, the refinement of existing methods and the development of state-of-the art brain-imaging methods has enabled scientists to ask well-focused questions about how the changing structure and connectivity of the brain influences emerging cognitive skills. One can now examine infant behaviour and measure brain structure and function either concurrently or very closely in time. Thus, changes in behaviour and brain function can be traced in relation to changes in brain structure. Several noninvasive brain-imaging techniques are currently available for use with younger children and infants. These include dense array electroencephalography/event-related potentials (EEG/ERPs) and near infra-red spectroscopy (NIRS), both of which have excellent temporal resolution for assessing function (e.g., Benasich et al., 2006; Baird et al., 2002), as well as magnetic resonance imaging (MRI), which provides good spatial localisation for investigating changes in brain structure (e.g., Als et al., 2004). In addition, an emerging technique, arterial spin labelling (ASL), uses MRI methodology to measure cerebral blood flow while the brain is at rest, without the need for contrast agents (Detre and Aslop, 1999; Alsop et al., 2000). There are also a few studies that have successfully used functional MRI (fMRI) to examine brain activation in young children and babies when they are performing a cognitive task or passively listening to sounds (e.g. Durston et al., 2002;
Developments in imaging technology are accompanied by continuing improvements in analysis methods. For example, two-source dipole modelling approaches have been proposed (Richards, 2004; Johnson et al., 2001) which can be based on independent and principal components analyses to improve accuracy of the source localisation of ERP signals. In order to accomplish this, investigators require head models appropriate for normal infants, which should include conductivity and volumetric estimates for scalp, skull, and liquid. As well as taking advantage of advances in individual techniques, researchers are beginning to use converging imaging methods to acquire both temporal and spatial information from the same adult participant during the same session (Anourova et al., 2001; Sutherling et al., 2001; Liebenthal et al., 2003; Huiskamp et al., 2004; Comi et al., 2005; Sammer et al., 2005). Unfortunately these simultaneous techniques are not yet adapted for use with infants and toddlers.

1.3. Structural development of the infant brain

In order to study development effectively, it is important to consider changes in brain structure as well as in brain function. Differences in the rate and extent of brain maturation are likely to have an effect on behavioural performance even within the normal range (Shaw et al., 2006). It is important to examine both individual variation in the typically developing population as well as differences in the relation between brain structure and function in atypically developing groups. For example, the increasing sophistication of brain-imaging methods, such as diffusion tensor imaging (DTI), now allows for investigation of white matter tracts in the brain. The rate of maturation of white matter in the developing cortex reflects increasing myelination of axons. This increasing myelination enables more efficient transmission of neural signals and, by consequence, faster information processing. In addition, growing connectivity between regions adds more fibres to white matter tracts. The size, structure, and positioning of these tracts provides information about inter- and intra-connectivity in different brain regions in both normally developing and clinical samples (Paus et al., 2001; Herbert et al., 2003). For example, mapping the microstructure of temporoparietal white matter, Klingberg et al. (2000) observed decreased diffusion anisotropy in the left hemisphere associated with reading impairment. In typically developing 4- to 17-year-olds, it has been shown that there is an age-related growth in connectivity between sensory and motor areas in the posterior and anterior speech areas of the left hemisphere (Paus et al., 1999). In adults, individual differences in the learning rate for non-native speech sounds are correlated with white and grey matter volume in the left, and to a lesser extent, the right parietal lobe (Golestani et al., 2002).

As reviewed by Paus et al. (2001), the progress of myelination appears to follow a distinctive temporal and spatial pattern. Beginning at birth, myelination commences in the base of the brain with thepons and the cerebellar peduncles and then progresses to the posterior optic radiation and the splenium of the corpus callosum (1–3 months). It then continues moving forward to the anterior limb of the internal capsule and the genu of the corpus callosum at around 6 months-of-age. Finally between 8 and 12 months-of-age the frontal, parietal and occipital lobes begin to be myelinated. Given this progression over distinct brain areas, one can speculate that those infants whose brain development is more advanced than others, in terms of the degree of myelination, may attain certain cognitive abilities earlier than their age-matched counterparts with less developed myelination. In fact, a number of developmental disorders, including holoprosencephaly, show slower progression of myelination as compared to normally developing children (Barkovich et al., 2002; Dietrich et al., 1988; Pujol et al., 2004). However, individual differences in the degree of myelination and concurrent cognitive ability have not yet been studied.

ASL (e.g., Detre and Aslop, 1999; Alsop et al., 2000) has the capacity to provide interesting insights into the development of the brain, by allowing measurements of cerebral blood flow (CBF) without the need for contrast agents. Several studies have shown blood flow increases to areas involved in particular sensory-motor or cognitive tasks in adults (Bandettini et al., 1992; Ye et al., 1998; Yang et al., 2000; Wang et al., 2003) such as in the prefrontal and occipital areas during working memory tasks (Ye et al., 2000). It has also been reported that the reduction in volume of CBF to the posterior parietal and posterior cingulate is correlated with the severity of symptomatology in patients with Alzheimer’s Disease (Alsop et al., 2000).

Chugani and colleagues (Chugani and Phelps, 1986) used a more invasive technique, positron emission tomography (PET), to examine the changes in glucose metabolic patterns as a function of maturation. They demonstrated that functional changes in human infant cerebral metabolic rate were consistent with behavioural, neurophysiological, and anatomical alterations known to occur across infant development. Such studies are rare, as PET requires the use of contrast media as well as sedation. Thus, the use of such techniques is often limited to clinical samples. Normal development was explored in the Chugani studies by identifying a subset of children with no identified pathology within a population who were given diagnostic scans based on clinical indications. In contrast to PET, ASL lends itself well to studies of normal development because it is non-invasive and should enable systematic mapping of changes in cerebral blood flow (a surrogate for metabolic rate) for different brain regions over development. It is likely that during periods of rapid structural and functional change in specific brain areas, metabolic demand would increase and thus produce measurable increases in local CBF blood flow. It remains unclear as to what the time course of metabolic demand and its
surrogate, increased CBF, actually represent with regard to development of neural networks. Increases in CBF may precede maximal dendritic arborisation and formation of efficient interconnectivity or might reflect consolidation or pruning of connections, thus more efficient connectivity. Techniques like ASL as well as converging studies in appropriate animal models may well provide critical information about how optimal cortical development is accomplished (Wang et al., 2006).

1.4. Tracking development over time using well-defined tasks

Once good structural data has been obtained, it can be studied in relation to behavioural data from clearly defined tasks. Marker tasks are extremely useful in this endeavour (Johnson, 1997). Such tasks have been related to one or more brain regions in adults or non-human primates. It is important to choose tasks that work well throughout development, so that similar skills can be tapped in both infants and adults. If this is achieved, then it is possible to see how the relationships between behaviour and the putative brain areas that subserve it change over time. Suitable tasks include those commonly used in infancy research to measure discrimination, categorisation, and memory, such as habituation and preferential looking (see Benasich and Read, 1999). Tasks that are administered to assess established developmental milestones, such as object permanence and joint attention also provide useful data. Similar tasks (e.g., the well-known delayed matching-to-sample paradigm) have been used to conduct invasive studies with non-human primates, enabling tracing of neural pathways (Goldman-Rakic, 1987; cf. Bachevalier, 2001).

In this paper, we review studies from four domains: language, face processing, object permanence, and joint attention and, where available, use evidence from animal literature, and from studies using psychophysical tests and marker tasks with normally developing children and adults, as well as lesion studies. We aim to provide the reader with suggestions about the brain regions that might be of interest when carrying out imaging studies early in development. Although not an exhaustive review, it is hoped that this cross-section through the relevant literatures will serve as a helpful resource when developing hypotheses and will serve to stimulate the exploration of neglected domains.

Many developmental studies suggest potential models or mechanisms. However, in some areas, such as social development, little research is available that suggests possible brain regions that might underlie behavioural changes over development. Longitudinal developmental research is critical because defined regions of interest are an important starting point when developing hypotheses using neuroimaging methods.

1.5. The importance of developmental data

The emerging multidisciplinary approach to cognitive neuroscience and advances in neuroimaging techniques that allow visualisation of the living brain are both exciting and challenging. However, there are essential caveats that one should keep in mind when considering the role different brain regions may play in cognitive function. First, it is crucial to remember that the state of the infant brain, both in terms of structure and function, cannot and should not be derived from the adult brain (Paterson et al., 1999, Karmiloff-Smith, 1998; Elman et al., 1996). This is true for both the intact adult brain and the lesioned brain. Thus, a lesion in adulthood may have an effect on a particular function at that time but this does not imply that the area subserves such a function during development. Johnson (1997) suggests an interactive specialisation approach, in which the process of organisation of the interactions between brain areas is stressed. Certainly, several investigators have shown that areas involved in the development of a function are not the same as those required for its maintenance. For example, Bates (1997) has shown that early in language development, damage to the right hemisphere has a bigger impact on comprehension than damage to the left hemisphere, contradicting what we would expect, given the adult literature. Additionally, the localisation of various cognitive functions changes as they develop; as attention develops from a simple orienting response to a mature executive function, areas associated with attention move from posterior regions to more anterior regions with age (Posner and Petersen, 1990). The importance of taking a developmental approach and avoiding assumptions that the functional structure of the brain is pre-existing in the infant cannot be over emphasised. However, this does not render futile the search for relationships between structure, function and behaviour in the developing system. It means only that one must use results from adult studies as a starting point or guide for identifying possible candidate areas that are important for development of a particular ability, rather than using the adult data as the definitive localisation tool.

Considering the defining role that development plays in shaping brain structure and function, it is also important to consider very carefully the nature of the behaviour being measured. Studies of atypically developing populations, such as children with Autism and Williams Syndrome (WS) have revealed that similar levels of behavioural competence can arise from very different underlying cognitive processes and/or different neural pathways. For example, individuals with WS appear to perform at normal levels on standardised face-processing tasks, such as the Benton Facial Recognition Test (Benton et al., 1983). However, when the cognitive processes underlying this behaviour are examined it appears that individuals with WS are processing on a featural level, whereas typically developing controls rely on configural processing. In an elegant study examining the effect of inversion on faces, buildings and geometric shapes, Deruelle et al. (1999) found that typically developing participants were slower to recognise inverted faces because this disrupts configural processing. However, this was not the case for individuals with WS and the observed...
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difference is also manifested at the neural level. In two
different studies, ERP responses of individuals with WS to
faces were atypical. They did not show the typical increase
in amplitude of the N170 component to inverted faces
(Grice et al., 2001) and the early part of their ERP waves
(100–200 ms after onset of the stimulus) to faces was
abnormal (Mills et al., 2000). Taken together, these data
show that despite seemingly normal performance of
individuals with WS on behavioural tests of face process-
ing, both the cognitive processes and their underlying
neural bases are different from those seen in controls. This
example highlights the importance of considering data
from several sources when formulating hypotheses in
cognitive neuroscience.

Given these two caveats—the importance of considering
development and using well defined measures—the studies
selected for review in this paper should be seen as providing
suggestions about which brain areas may be useful to
consider first when attempting to compare changes in brain
structures with functional and behavioural changes across
development. These candidate regions should not be taken
as definitive localisations of function but theoretically
based suggestions as to where one might begin to look for
associations. One should also keep in mind inter-area
connectivity and which networks are most likely to be
interacting concurrently or recruited successively. It should
also be noted that these are a rapidly evolving literatures
and the studies included for particular brain regions should
be considered as a logical start point to a current literature
review.

Further, when considering which specific brain regions
might underlie performance in the targeted cognitive
domains, it is essential to attempt to link change in brain
structure and function with cognitive performance con-
currently as well as predictively in order to tease apart co-
occurring and predictive influences. The development of a
particular brain area may affect the development of a
specific cognitive skill, or it could be that the development
of a single cognitive skill may influence brain structure and
function (and co-emerging abilities) more widely. Such
patterns are seen in the sorting process of neural
connectivity in the early brain as it assembles itself
anatomically and functionally. Thus, it is likely that
changes in brain structure and function interact with
emerging behaviour. Determining the direction of these
influences is key to further understanding the links between
brain and behaviour.

1.6. Brain development in language, cognition, and social
behaviour

In order to illustrate how converging methodologies and
results from different fields can contribute to the develop-
ment of hypotheses about the relationship between brain
structure and cognitive function across development, this
review will highlight four key areas pertinent to language,
cognition, and social behaviour. Rapid auditory proces-
sing, face processing, object permanence, and joint atten-
tion will serve to illustrate how converging methodologies
and results from different fields can contribute to the
development of hypotheses about the relationship between
brain structure and cognitive function across development.
These areas have been singled out for several reasons
including that fact that a number of studies have been
conducted in these domains using techniques amenable to
elucidating the brain/behaviour interface. Moreover, pre-
vious studies have suggested that performance on these
measures in infancy may predict or have influence on later
cognitive processes. For example, joint attention (JA)
skills have a clear role in the development of language
(e.g., Baldwin, 1993) and social cognition (Mundy and
Acra, 2006). This is particularly clear in atypical develop-
ment, when joint attention does not develop as it should.

Toddlers with autism have difficulties with JA and this
can disrupt both social cognition and language (Mundy
and Neal 2001). Early deficits in rapid auditory pro-
cessing also have been shown to have an impact on later
language. Those infants who have greater difficulty in
processing rapidly presented sounds are at great risk for
later language impairment (Benasich and Tallal, 2002;
permanence is an important milestone in cognitive deve-
lopment and is also a precursor to later executive
functioning skills (Diamond, 2002). Working memory
and the ability to control attention and inhibit automatic
responses are important for many more complex tasks later
in development (McCandliss et al., 2003). Face processing
is a fundamental skill for human interaction, and faces are
important even to newborn infants (Johnson et al.,
1991a,b). However, this does not mean that these skills
are fully developed at birth. On the contrary, face
processing provides an excellent example of how localisa-
tion and specialisation of brain substrates can change over
the course of development, as does the literature on joint
attention and object permanence. Several of the domains
also highlight how animal research can inform investiga-
tors studying human development. The usefulness of
animal models is particularly highlighted by research into
object permanence, which uses the same tasks with both
humans and animals (Diamond and Goldman-Rakic,

This is not an exhaustive review either within or across
areas, but is intended to highlight critical domains in early
development that, at this moment in time, illustrate how
multidisciplinary research can inform our understanding of
the developing relationship between brain and behaviour.
Further, we hope that this review will provide a model of
how one might use the existing literature as a starting point
to generate specific hypotheses regarding the relations-
between brain and behaviour and thus, the neural bases of
cognition. Table 1 provides an overview of the studies
discussed in each domain. It illustrates what tasks were
used and what brain regions have been suggested or
implicated for each particular function.
<table>
<thead>
<tr>
<th>Method</th>
<th>Sample</th>
<th>Function</th>
<th>Brain structure/function</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapid auditory processing</td>
<td>PET during passive auditory stimulation with non-verbal stimuli including rapid or temporally extended frequency transitions</td>
<td>Right-handed adults (n = 10)</td>
<td>RAP</td>
<td>Left-biased asymmetry due to reduced activity of the right-hemispheric auditory cortex</td>
</tr>
<tr>
<td></td>
<td>fMRI during detection of rapid and temporally extended non-speech analogues of consonant-vowel-consonant syllables</td>
<td>Dyslexic adults (n = 8)</td>
<td>RAP</td>
<td>Larger white compared to grey matter volumes in parietal regions</td>
</tr>
<tr>
<td></td>
<td>and behavioural training using rapidly changing vs. stationary non-linguistic sounds</td>
<td>Right-handed adults (n = 59)</td>
<td>RAP</td>
<td>Larger white compared to grey matter volumes in parietal regions</td>
</tr>
<tr>
<td></td>
<td>Post-mortem study on human brains</td>
<td>Dyslexic brains (n = 5)</td>
<td>RAP</td>
<td>Medial geniculate nuclei</td>
</tr>
<tr>
<td></td>
<td>Induction of microgyria in the neonatal rat brain</td>
<td>Dyslexic adults (n = 15)</td>
<td>RAP</td>
<td>Medial geniculate nucleus</td>
</tr>
<tr>
<td></td>
<td>ERP (MMN) to tone pattern contrasts</td>
<td>6-month-old infants with (n = 18) and without (n = 17) familial risk for dyslexia</td>
<td>RAP</td>
<td>Temporal cortex (fronto-central electrodes)</td>
</tr>
<tr>
<td></td>
<td>ERP (MMN-like response) to Finnish pseudoword contrasts /ää/ (short duration) vs. /ää/ (long duration)</td>
<td>3-month-old infants (n = 24)</td>
<td>Auditory change detection</td>
<td>Temporal cortex</td>
</tr>
<tr>
<td></td>
<td>ERP (positive mismatch response) to within- and across-category syllable contrasts</td>
<td>3.5-day-old neonates (n = 16)</td>
<td>Phonetic processing</td>
<td>Temporal cortex (fronto-central sensors)</td>
</tr>
<tr>
<td></td>
<td>ERPs to syllables /ba/, /da/, and /ga/</td>
<td>Newborn infants with (n = 26) and without (n = 23) familial risk for dyslexia</td>
<td>Phonetic processing</td>
<td>Left-hemisphere structures</td>
</tr>
<tr>
<td></td>
<td>MRI and behavioural training using non-native syllables</td>
<td>Right-handed adults (n = 59)</td>
<td>Phonetic processing</td>
<td>Larger white compared to grey matter volumes in parietal regions</td>
</tr>
<tr>
<td>Face processing</td>
<td>ERPs during viewing pictures displaying the mother’s face and a stranger’s face</td>
<td>6-month-old infants (n = 22)</td>
<td>Face recognition</td>
<td>Cortical midline structures</td>
</tr>
<tr>
<td></td>
<td>EEG (induced gamma-band activity) during watching of pictures displaying faces or objects</td>
<td>Six-month-old infants (n = 30)</td>
<td>Attention</td>
<td>Occipital sensors</td>
</tr>
<tr>
<td></td>
<td>fMRI during presentation of pictures depicting inanimate, animate, and face stimuli</td>
<td>Adult subjects (n = 5)</td>
<td>Perceptual integration</td>
<td>Fusiform gyrus</td>
</tr>
<tr>
<td></td>
<td>PET during presentation of face and non-face stimuli</td>
<td>2-month-old infants</td>
<td>Face perception</td>
<td>Right inferior temporal gyrus</td>
</tr>
<tr>
<td></td>
<td>Clinical cases (n = 6)</td>
<td></td>
<td></td>
<td>Bilateral inferior occipital and parietal areas</td>
</tr>
</tbody>
</table>

**Table 1**

Studies linking brain structure and function to behaviour
<table>
<thead>
<tr>
<th>Topic</th>
<th>Group</th>
<th>Task</th>
<th>Region</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERP responses to upright and inverted faces</td>
<td>3-month-old ($n = 25$) and 12-month-old ($n = 26$) infants</td>
<td>Face perception</td>
<td>Posterior scalp region with shift from medial to lateral areas between 3 and 12 months</td>
<td>Halit et al. (2003)</td>
</tr>
<tr>
<td>Presentation of faces to the temporal and nasal hemifields</td>
<td>Neonates ($n = 26$)</td>
<td>Face perception</td>
<td>Retino-tectal pathway</td>
<td>Simion et al. (1998)</td>
</tr>
<tr>
<td>Object permanence</td>
<td>Infants followed longitudinally from 5 to 12 months ($n = 12$)</td>
<td>Create and hold a mental schema of an object</td>
<td>Frontal cortex</td>
<td>Baird et al. (2002)</td>
</tr>
<tr>
<td>Human and animal study involving the A-not-B task</td>
<td>Human infants followed longitudinally from 7.5 to 12 months ($n = 25$)</td>
<td>Integration of information while inhibiting a predominant response</td>
<td>Dorsolateral prefrontal cortex</td>
<td>Diamond and Goldman-Racik (1989)</td>
</tr>
<tr>
<td>EEG activity associated with performance on the A-not-B task</td>
<td>Infants followed longitudinally from 7 to 12 months ($n = 13$)</td>
<td>Integration of information while inhibiting a predominant response</td>
<td>Frontal sensors</td>
<td>Bell and Fox (1992)</td>
</tr>
<tr>
<td>Attention shifts to eye direction of a digitized adult face</td>
<td>Nineteen-week-old ($n = 16$) and Twelve-week-old ($n = 11$) infants</td>
<td>Visual/joint attention</td>
<td>Prefrontal cortex</td>
<td>Hood et al. (1998)</td>
</tr>
<tr>
<td>EEG activity related to the ability to initiate joint attention</td>
<td>Infants followed longitudinally from 14 to 18 months ($n = 32$)</td>
<td>Disengagement and re-engagement of attention</td>
<td>Bilateral central and left frontal sensors</td>
<td>Mundy et al. (2000)</td>
</tr>
<tr>
<td>EEG activity related to the ability to respond to joint attention</td>
<td>Infants followed longitudinally from 14 to 18 months ($n = 32$)</td>
<td>Attracting the attention of another attention</td>
<td>Parietal sensors</td>
<td>Mundy et al. (2000)</td>
</tr>
</tbody>
</table>

Note: EEG—electroencephalogram; ERP—event-related potential; fMRI—functional Magnetic Resonance Imaging; MMN—mismatch negativity; MRI—magnetic resonance imaging; PET—positron emission tomography; RAP—rapid auditory processing.
2. Rapid auditory processing

The first cognitive domain that we consider is rapid auditory processing. This seemingly basic ability has been demonstrated to be important for language functioning. A large literature implicates basic difficulties in processing brief or rapidly occurring successive auditory cues, for both speech and non-speech stimuli, in the poor phonological skills which are observed in language-based learning disorders (LLI; for reviews see Leonard, 1998; Tallal, 2004; Tallal et al., 1998; Wright et al., 2000).

2.1. Behavioural studies

Across laboratories, research investigating basic auditory processing in individuals with specific language impairment (SLI) or dyslexia suggests that impaired perception and discrimination of auditory stimuli involving two or more rapidly presented transient elements hinders the development of normal language and reading abilities (Tallal and Piercy, 1974; Godfrey et al., 1981; Werker and Ties, 1987; Snowling et al., 1986; Stark and Heinz, 1996; McAnally and Stein, 1997). Further, several studies have suggested that efficient rapid auditory processing (RAP) ability is important for later language skill; performance on RAP tasks in infancy have been shown to relate to later language performance, both in normally developing infants and in those with a family history of language impairment (Benasich and Tallal, 2002; Molfese and Molfese, 1997; Trehub and Henderson, 1996). The ability to detect rapid changes in auditory information is critical for decoding language, as the majority of speech sounds (phonemes) constitute consonants, which are characterized by rapid frequency changes called formant transitions. There is converging evidence that highlights the possible functional neuroanatomy that might underlie differences in the ability to process rapidly presented auditory stimuli from post-mortem studies, electrophysiological and neuroimaging research involving different age groups, as well as animal models (see Benasich and Leevens, 2003 for a review).

2.2. Electrophysiological studies

While it is not possible to lesion the brains of human infants, there is a natural experiment available to investigators in the form of infants who are at higher risk for LLI as a result of being born into a family with a history of SLI or dyslexia (Choudhury and Benasich, 2003; Benasich and Tallal, 2002; Lytinen et al., 2004), or older children who have been diagnosed with some form of LLI. ERP studies have been conducted to investigate possible differences in brain responses to rapidly changing acoustic information between infants at familial risk for dyslexia and control participants. Guttorm and colleagues (Guttorm et al., 2001) found that the ERP responses elicited by stop consonant-vowel syllables (/ba/, /da/, and /ga/) differentiated the at-risk group from the controls, within a few days of birth. While infants from non-dyslexic families exhibited a prominent activation pattern over the left hemisphere, activation patterns reflecting syllable discrimination were greater over the right temporal and parietal areas in the at-risk group (see also Guttorm et al., 2003, 2005).

Similar effects have been seen in dense-array ERP paradigms for infants with a family history of SLI, although these studies are rare. Benasich et al. (2005) reported a mitigated change-detection response following a delayed negative wave in the ERP to rapidly occurring tones in 6-month-olds at risk for SLI. In the same vein, Friedrich et al. (2004) using stop-consonant syllables, found the change-detection response to be delayed in 2-month-old infants from SLI families compared to controls.

The ERP literature on children and adults suffering from LLI is characterized by atypical neural responses to rapidly presented acoustic information. Neville et al., (1993) reported an atypical early negative ERP component in a subgroup of SLI children who demonstrated poor auditory temporal performance behaviourally. This component, time-locked to tones, was found to be reduced over the right hemisphere and delayed in latency, especially over temporal and parietal sites in the left hemisphere. A contralateral (to the stimulated ear) and anterior distribution of the negative wave was considered to reflect activity generated in the superior temporal gyrus, which encompasses Heschl’s gyrus and the planum temporale. Of course, it is important to remember that source localisation using the distribution of responses on the scalp does not yet allow precise mapping of generator loci in the brain. This is particularly true in the case of the developing child, as appropriate brain templates are only just beginning to be generated (Richards, 2004). Advances in source localisation methods should enable us to pinpoint more accurately the area from which ERP components originate.

A promising component of EEG that is particularly suitable for examining rapid auditory processing is the mismatch response (MMR). The MMR is elicited by a passive oddball paradigm in which infrequent acoustic (deviant) stimuli are interspersed in a train of frequently presented (standard) sounds. This response is assumed to index a pre-attentive change-detection mechanism similar to the classic mismatch negativity described in older children and adults (Näätänen, 2001; see Leppanen et al., 2004 for a review). Studies employing stop consonant-vowel syllables report an attenuated mismatch response in learning-disabled or dyslexic children compared to typically developing controls (Kraus et al., 1996; Schulte-Körne et al., 1998; Bradlow et al., 1999). Likewise, in adults with a history of dyslexia, Kuja et al. (2000) observed atypical MMR patterns to auditory temporal information that were paralleled by poorer behavioural discrimination performance.

2.3. Functional neuroimaging studies

It has been commonly accepted that language comprehension is predominantly supported by the left hemisphere,
particularly by the posterior temporal cortex. Functional imaging studies using PET or fMRI in healthy adults have demonstrated that the response to rapid auditory stimuli, in the form of rapid frequency transitions, is greater over the left hemisphere than the right, highlighting the importance of the left hemisphere for the processing of auditory information containing rapid transitions (Belin et al., 1998; Zaehele et al., 2004). Zaehele and colleagues reported exclusively left-sided activations in Heschl's gyrus and the planum temporale associated with the perception of both short gaps and stop consonant–vowel syllables. There is also evidence for collateral recruitment of left frontal cortical areas for the analysis of speech information (cf. Zatorre and Binder, 2000). Anomalous frontal activity to rapid successive auditory information has been observed in fMRI studies involving adults with dyslexia. While normal readers were found to exhibit increased activity in the left-prefrontal cortex in response to rapid relative to slow acoustic transitions, readers with dyslexia showed no differential activity (Temple et al., 2000). Similar evidence was obtained by Ruff et al. (2002) using natural speech.

There are also some exciting data from fMRI with 2–3 month-old infants that provide insights into auditory processing much earlier in development (Dehaene-Lambertz et al., 2002). Infants listening to speech, either forward or backward, in their native language displayed activation of the superior temporal and angular gyri, with greater activation on the left than the right. When babies were awake, the right prefrontal cortex was additionally activated. These areas are similar to those activated in adults, and interestingly the prefrontal cortex is activated in adult subjects who are retrieving verbal information from memory (Shallice et al., 1994).

2.4. Structural neuroimaging studies

In addition to deviations in functional topography, MRI investigations have revealed structural differences in LLI populations. The planum temporale, typically larger on the left in right-handed individuals, has long been thought to be an important substrate of left-hemispheric language lateralisation (Geschwind and Levitsky, 1968). MRI studies have shown a tendency for unusual asymmetry (i.e., right hemisphere > left hemisphere or right hemisphere > left hemisphere) of the planum temporale in participants with SLI (Gauger et al., 1997) or dyslexia (Hynd et al., 1990; Larsen et al., 1990; Flowers, 1993). Structures of the perisylvian language region other than the planum temporale have also been found to differ in LLI individuals. For instance, Gauger et al. (1997) reported greater rightward asymmetry of planum +, which includes planum temporale and planum parietale, in children with SLI. Furthermore, these children showed a tendency towards atypical right-greater-than-left asymmetry of the pars triangularis, which coincides with parts of Broca's area. Robichon et al. (2000) demonstrated stronger right-hemisphere preponderance for Broca's region in adults with dyslexia compared to controls. The issue of neuro-anatomical asymmetries is, however, not conclusive. There have been contradictory observations reported in both SLI (e.g. Preis et al., 1998) and dyslexia (e.g. Leonard et al., 1993). Such inconsistencies highlight the importance of considering findings across studies, including differing outcomes and conclusions, and identifying competing hypotheses when examining brain and behaviour relations.

Other studies implicate a more extensive network of brain areas in language processing. A study of children with SLI has revealed that the caudate nucleus is smaller in this group than in controls (Jernigan et al., 1991). In addition, lesions of the caudate nucleus in children appear to have a longer term and more deleterious effect on language than some left-hemisphere cortical lesions (Aram et al., 1985). The thalamus may also play a role in rapid auditory processing, as it is an important relay station for sensory inputs (Crosson, 1992).

2.5. Animal studies

Processing of rapid, successive auditory stimuli has also been studied in rodents using both electrophysiological and behavioural paradigms (Fitch et al., 1994; Frenkel et al., 2000; Friedman et al. 2004; Peiffer et al., 2004). Of course, animal models enable researchers to investigate the effects of induced lesions and malformations in a manner not possible with humans. In post-mortem studies of humans with dyslexia, neocortical malformations, including microgyria and ectopias, have been described (cf. Galaburda, 1993). These autopsy specimens also exhibited anomalies in the auditory (auditory) medial geniculate nucleus (MGN) were found to be smaller on the left side compared with the right; no such asymmetry was evident in control brains. Moreover, dyslexic brains were characterized by a relative excess of small neurons and a relative paucity of large neurons on the left side, specifically. The structural differences with respect to the MGN may be related to auditory rate processing dysfunctions described in individuals with LLI (Galaburda et al., 1996).

Analogous cortical malformations and MGN alterations are reproducible in animal models. A focal freezing lesion administered on postnatal day 1 in the rat (when neurons are still migrating in the cortex) results in 4-layered neocortical microgyria, similar to those found in humans with dyslexia (Fitch et al, 1997, 1994). Several investigators have found that rats with induced cerebrocortical microgyria are impaired on rapid auditory processing tasks, both as mature animals (Clark et al, 2000, Fitch et al, 1997, 1994; Herman et al. (1997) and across development (Friedman et al. 2004; Peiffer et al., 2004). Further, these malformations correlate with alterations in cell densities in the MGN. A study using mice bred to have ectopias further highlights the role of the MGN and auditory cortex in auditory temporal processing (Frenkel et al., 2000). Ectopic mice exhibited atypical intercranial ERP responses.
in the auditory cortex and MGN to rapidly presented auditory stimuli. Interestingly, such findings parallel those found in infants and children (Fitch et al., 2001; Heim and Benasich, 2006).

2.6. Summary

The findings reviewed here require further corroboration using converging methodologies, but it appears that candidate areas for investigating rapid auditory processing include the thalamus, caudate, and frontal areas as well as the more obvious temporoparietal speech areas in the left hemisphere. It is important to note that the left-hemisphere specialisation for language seen in many healthy adults is likely to be a product of a long period of development, so when studying infants and small children, laterality effects may not be present or only emerging (see Bates 1997, for an excellent discussion). Longitudinal research studies should therefore map the changing contributions of different brain areas over development. The development of improved source localisation tools should enable us to pinpoint the brain areas underlying language processing with more accuracy.

3. Face processing

Face processing is an extremely important skill for social interaction amongst humans. It appears to be a fundamental skill, with infants showing preference for faces from shortly after birth (Johnson et al., 1991a, b). In adulthood, we can recognise hundreds of faces and use this ability to read faces to rapidly surmise the emotions of others. Individuals who have difficulty with face processing during development, such as individuals with autism, also have significant difficulties with social interaction. (Klin et al., 2002). Given that face processing appears to be such a rapid and seemingly effortless process in normal adults, it has been of great interest to cognitive neuroscience researchers. In particular, this domain has been studied to investigate the degree of specialisation that might be present in the mature brain as a product of development. It also provides good examples of how increasing knowledge about localisation in animal models might contribute to our understanding of localisation over development.

3.1. Adult studies

Research with adults using neuroimaging techniques has demonstrated the presence of specialized networks for perceiving and recognising faces. However, there is very little functional imaging data from developmental studies in this domain. Neuropsychological evidence points to the importance for face processing in the fusiform face area (FFA), a discrete region in the inferior temporal gyrus. Adults with acquired damage to this area have difficulty recognising faces (e.g., Damasio et al., 1982). Moreover, in imaging studies of healthy adults, this area is more highly activated when passively viewing faces than objects, particularly in the right hemisphere (see for example, Kanwisher et al., 1997). It is likely that in adults the FFA is part of a more extensive functional network, comprising the FFA, superior temporal sulcus, and occipital face area (Haxby et al., 2000). In addition, animal studies have demonstrated that neurons that respond selectively to faces can be found in inferior temporal areas, superior temporal sensory areas, and the amygdala (Perrett et al. 1988; Scalaidhe et al., 1999).

Data from a number of cases of adults with early occurring lesions that have led to impairment in face processing since infancy (developmental prosopagnosia) point to the increasing specialisation of the neural circuitry underlying face recognition. Behavioural impairments caused by early lesions do not appear to follow the expected pattern seen in adults with acquired damage or in imaging studies of normal adults. Behavioural data from individuals with developmental prosopagnosia reveal that their competency is not determined by the site or extent of the lesion. Those individuals with lesions at birth to the right hemisphere do not necessarily perform more poorly than those with left hemisphere lesions (see Mancini et al., 1994). This is not what one might expect given the increased activation of the FFA in the right hemisphere in adult imaging studies and provides an important reminder that plasticity and changes in the degree of specialisation over development must be considered when choosing potential regions of interest.

3.2. Infant behavioural studies

Although there is sparse imaging data from face processing in infancy, we know behaviourally that infants are extremely interested in faces, preferring to look at faces rather than other shape stimuli even at birth (Johnson et al., 1991a, b; Johnson, 1997). Despite this early interest in faces, behavioural and electrophysiological studies have demonstrated that face processing has a protracted period of development and that the brain areas recruited for this task are likely to change with age.

Young infants appear to process face stimuli primarily using subcortical structures. In a study by Simion et al. (1998) neonates were tested under monocular viewing conditions so that responses to faces presented in the temporal and nasal hemi-fields could be compared. The infants oriented preferentially to face stimuli presented in the periphery, or temporal hemi-field. Such responses are mediated by the retina-tectal pathway. Later in development, it is likely that the ventral visual cortical pathway is recruited (see de Haan et al., 2002a, b for a full discussion). By 3 months of age, infants appear to have formed a perceptual category for faces, rather than storing individual exemplars. This is demonstrated by their ability to recognise a prototype face after having been presented with several individual exemplars in a visual familiarisation...
paradigm (de Haan et al., 2001). This categorical ability is likely to rely on cortical structures.

### 3.3 Infant electrophysiological and functional neuroimaging studies

It appears that the degree of functional specialisation for human faces seen in adults also emerges over development (Nelson, 2001). Such specialisation is characterized by several behavioural and neural correlates. There is a “face sensitive” negative component in the adult ERP which is prominent over the posterior temporal region at around 170 ms after stimulus onset. It has been suggested that the N170 reflects the structural encoding of faces (Eimer, 2000a, b). This component has a protracted period of development and is first observed in children at about 4 years of age (Taylor et al., 2001, 1999). Another marker for increasing specialisation is the face inversion effect, such that inverted faces are harder to recognise (Yin, 1969) and elicit different electrophysiological responses in adults than upright faces. ERP responses to inverted faces are generally of longer latency and higher amplitude in the mature brain (de Haan et al., 2002a, b). Behaviourally the inversion effect is present from about 4 months (Fagan, 1972). Finally, there is an effect of species on face processing. Adults find monkey faces more difficult to recognise than human faces and do not show an inversion effect for monkeys behaviourally (Pascalis and Bechavalier, 1998; Pascalis et al., 2002). This species effect is also present in ERP responses (de Haan et al., 2002a, b).

In infancy, however, functional responses to faces differ. The inversion effect (longer latency and higher amplitude electrophysiological responses to inverted versus upright faces) is not present in data from 6-month-old infants but is seen in that of 12-month-old infants. In addition, older infants show more of a “species specific effect.” While ERP studies reveal that the brain response to faces is evolving with development, they are unable to provide a good indication of changes in spatial distribution of brain activity. The data do, however, suggest that greater responses are seen in the posterior cortex and that between 3 and 12 months the distribution of responses shifts from medial to more lateral areas, as seen in adult responses (Halit et al., 2003). ERPs also reflect increasing specialisation for faces. It is likely that the somewhat separate processing stages for different aspects of a face as reflected in the infant P400 and N290 may be integrated into one component with development, namely the adult N170 (Halit et al., 2003). Such specialisation might also be reflected in the localisation of brain activity and changes of the timing of responses. Therefore it is important not only to consider where responses occur but also when they occur.

There is one functional imaging study in infants that addresses the localisation of face processing. Two-month-olds were scanned using PET while viewing unfamiliar faces and a non-face stimulus (Tzourio-Mazoyer et al., 2002). This study revealed greater activation in the face condition in right inferior temporal gyrus, bilateral inferior occipital and parietal areas and left inferior frontal and superior temporal gyri. Interestingly, the authors also analysed cerebral blood flow as an index of cerebral maturation, and found that despite generally low metabolic activity when compared with more medial areas such as the precentral gyrus, the FFA was already being recruited as part of a specialized network. This functional study provides useful starting points for the selection of regions of interest for infant face processing. These include both adult “face areas” and areas not typically found in adult studies. These are indeed interesting findings but it should be noted that the infants who participated in this study had experienced hypoxic ischaemic encephalopathy and so the results should be treated with caution.

### 3.4 Animal studies

There have been a number of studies in monkeys investigating the localisation of possible face selective areas in the brain. Single cell electrophysiological recordings have demonstrated that the superior temporal sulcus (STS) in macaques contains many cells that respond to faces, and that response of these cells is modulated by face inversion as in humans (Harries and Perrett, 1991). A recent study, in which the implantation of electrodes into the brain was guided by findings from an fMRI study on the same animals, revealed that in one “face area” 90% of cells were face selective (Tsao et al., 2006). While macaques may not demonstrate links between face areas and language as in human infants, invasive studies such as these conducted over development could suggest where further research efforts may be best focused.

### 3.5 Summary

Taken together, these data suggest that the brain areas subserving face-processing change over the course of development. Results from behavioural studies with newborns suggest that responses to faces may be supported by subcortical structures, and so investigation of these structures is likely to be important very early in development. However, this presents a challenge because it is difficult to capture these areas with electrophysiological measures. Therefore it will be necessary to conduct more fMRI studies with young infants. It is also important to note that infants recruit areas of the cortex for face processing not normally recruited in adulthood, namely language areas in the superior temporal gyrus and the left-inferior frontal gyrus. Tzourio-Mazoyer and colleagues (2002) argue that this might reflect the relevance of attention to faces for social interaction and language acquisition. Hence, it might be useful to study areas which are not typically implicated in adult studies, but which might be extremely important developmentally both within and across domains.
4. Object permanence

The development of object permanence—keeping track of objects even when they disappear from view—is an important milestone in cognitive development. However, the timing of its development has lead to controversy. Research with infants as young as 3–4 months has demonstrated that infants can represent hidden objects (Baillargeon, 1995) but it is likely that the ability to apply this knowledge is a later developing skill (Diamond, 1990). For the purposes of this review we consider infants' ability to search for displaced hidden objects. This demands organised action involving the ability to keep a representation in mind and the ability to inhibit incorrect responses and as such appears to call upon precursors to important adult skills such as working memory and executive control (Diamond, 1990).

In infancy, one of the ways object permanence is assessed is by hiding an object and having the participant search for it after a varying delay. The A not B task assesses object permanence by having the participant search for an object in one of two locations. Once the search is successful, the hiding place is switched and the infant has to change his/her response. If participants search at the location which was correct on a previous trial, they make the so-called “A not B error”. Successful completion of this task involves both short-term memory, in order to remember the location of the hidden object over a delay, and the ability to inhibit the pre-potent motor response to reach to the previously correct location (Goldman-Rakic, 1987 Diamond and Goldman-Rakic, 1989). The A not B task is a good example of a marker task because it can be used with infants, animals and adults with cognitive impairments and can be manipulated to examine the effect of context and delay on performance.

4.1. Infant and animal behavioural studies

Because of its flexibility, object permanence has been well studied using a multidisciplinary approach in humans and animals. A not B studies with both macaque monkeys (Diamond and Goldman-Rakic, 1989) and human infants (Baird et al., 2002; Bell and Fox 1992, Diamond and Goldman-Rakic, 1989) have suggested that the maturation of the frontal lobes plays an important role in the development of this skill and, in particular, the ability to tolerate increasing delays between hiding the object and starting to search. Diamond and Goldman-Rakic (1989) found that macaque monkeys with lesions in the dorso-lateral prefrontal cortex performed poorly on an object permanence task with delays of more than 2–5 s, and that performance decreased to chance level with 10 s delays. Typically developing human infants showed the same pattern at 7.5–9 months, but were successful with the longer 10 s delay at 12 months. Diamond (1990) argues that dorsolateral prefrontal cortex plays an important role in integrating both the inhibitory skills necessary to prevent the infant reaching to the wrong hiding place and for remembering where the object was hidden.

Data from adults with frontal lobe damage, who were tested on the delayed response task, which has the same cognitive demands as the A not B task, support the findings from infants (Freedman and Oscar-Berman, 1986) but the infant study did not yield localisation data.

4.2. Infant electrophysiological and functional neuroimaging studies

Evidence of localisation is provided by a recent longitudinal study of 5- to 12-month-old infants. Baird et al. (2002) employed a pioneering technique that permits imaging of cerebral blood flow: NIRS. NIRS data were collected from sites F3 and F4 over the left and right frontal areas of the brain while the infants performed an object permanence task over successive visits. Comparisons were made between data collected on the first visit at which the child displayed object permanence and those collected on the visit just prior to the emergence of this skill. Baird et al. (2002) found significant differences in the concentration of oxyhemoglobin and total hemoglobin levels in the frontal areas of the brain, with higher concentrations detected when infant first displayed object permanence. Higher levels of oxyhemoglobin are thought to reflect increases in metabolic rate and thus in neural activity, suggesting higher levels of neural activity in the frontal lobes of infants when the object permanence task is completed successfully. The maturation of the frontal lobes and the corresponding increase in glucose metabolism appears to be important for the development of object permanence. This is supported by data from a landmark PET study of infants that demonstrated increases in glucose metabolism in the frontal and association cortices between 8 and 12 months, at just the time when object permanence emerges (Chugani and Phelps, 1986). Examination of the role of frontal areas in the development of object permanence has also been explored using EEG.

In an analysis of EEG power over the frontal lobes in 7–12 month old infants, Bell and Fox (1992) found that as infants’ object permanence skills developed, allowing them to tolerate increasing delays, so too did the EEG power (the amount of electrical activity in particular frequency bands) recorded over the frontal lobes. The biggest difference in performance between those children who tolerated a delay and those who did not was seen at the age of 10 months, the age at which the biggest increase in frontal EEG power was noted in the successful group. Thus, the analysis of power in EEG is another useful tool for studying the development of brain function as it may be a marker for changes that occur as skills are being consolidated or acquired and has exquisite temporal resolution allowing the observation of a response in the tens of milliseconds (Bell and Fox, 1996, 1998; Fischer and Rose, 1994, Mundy et al., 2000).
4.3. Summary

Taken together, the data from both infants and non-human primates suggest that the ability to hold a representation of an object in mind and to inhibit incorrect responses, as assessed by object permanence tasks, may call upon various areas in the frontal lobes. It is likely that the maturation of these areas plays an important role in the development of this skill. In fact, changes in the frontal lobes appear to have far reaching effects on cognition, being implicated in attention (Rothbart et al., 1994), and language (Leonard, 1998), for example. So from this short review, one can see how studies with infants, animals and adults all point to the involvement of the frontal lobes, particularly the dorsolateral prefrontal cortex, in the attainment of object permanence, regardless of whether the data come from lesion studies or from EEG or NIRS. This discussion of performance on A not B tasks is a useful example of the way in which data from different sources can be evaluated for concordance, enabling the development of plausible hypotheses for new imaging studies. Future studies should further investigate the role of the prefrontal cortex in object permanence and new techniques from neuroimaging should be employed to chart the changing connectivity between areas over development.

5. Joint attention

While few studies have used converging methodologies to investigate the development of social cognition (see Saxe et al., 2004 for an excellent review of how neuroimaging might be applied to theory of mind), there are some interesting hypotheses about which areas of the brain might subserve developing competencies. Joint attention is a core social cognitive skill that plays a very important role in early language acquisition (e.g., Mundy and Gomes, 1998). Joint attention is “the ability to coordinate attention with a social partner” (Mundy et al., 2000, p. 325). It can be either initiated by the infant, calling an adult’s attention to an object the infant is looking at, or the infant can follow the attention of an adult. It has been suggested that these two highly related skills are actually subserved by two different brain systems making the investigation of their development a very attractive project for cognitive neuroscience (Mundy et al., 2000; Mundy 2003).

5.1. Infant electrophysiological and functional neuroimaging studies

The ability to initiate joint attention (IJA) in infants has been found to be predictive of both IQ scores (Ulvdahl and Smith 1996) and receptive language ability (Mundy and Gomes, 1998) in childhood. Evidence for brain areas important for IJA has come from functional imaging studies, using PET and EEG analysis and from studies of infants with developmental disorders. A PET study of infants about to undergo surgery for epilepsy revealed that those who had higher levels of glucose metabolism in the left frontal cortex also performed better on an IJA task after surgery (Caplan et al., 1993). This suggests that frontal lobe function may play a role in IJA. In addition, a longitudinal study of EEG coherence in infants from 14 to 18 months of age described EEG data suggesting left frontal and left and right central activation was associated with IJA ability at 14 and 18 months (Mundy et al., 2000). This finding was expanded upon by Henderson et al. (2002) who used dense array electrodes for their EEG recordings and found medial frontal cortical activation in both hemispheres was associated with better IJA performance. The authors also report that activation of orbitofrontal, temporal and dorsolateral cortex was related to IJA. Certainly in adults, the frontal lobes have been implicated in tasks involving memory as well as inhibiting visual regard to an object (McEvoy et al., 1993). In order to initiate JA, it is necessary to look away from the object of your interest and to engage your partner in the interaction. In addition, frontal lobes are known to be involved in circuits which drive positive social reinforcement both in adults (Thorpe et al., 1983) and in infants as young as 10 months (Fox, 1991; Fox and Davidson, 1987).

Responding to joint attention (RJA) appears to be a less complex skill and involves brain areas which subserve many cognitive functions early in development. In order to respond to a partner’s call for joint attention the infant must be able to switch his or her focus of attention. Data from the Mundy et al. (2000) EEG study have implicated left parietal area activation and right parietal deactivation in RJA tasks. These areas have also been linked behaviourally to tasks that tap early attention shifting capacities in 4–6-month-old infants (Johnson et al., 1991a, b). The developmental progression of JA, from responding to initiating is paralleled by the shift in the localisation of attentional mechanisms from the posterior to the anterior of the brain (Posner and Petersen, 1990; Rothbart et al., 1994). This parallel nicely illustrates how changes in the functional organisation of the brain have an impact on cognitive function. As control of attention moves to more frontal areas, the infant is able to begin to modulate their own attention as well as engaging the attention of others more effectively and thus becomes a more effective social partner.

5.2. Summary

Despite the data suggesting that RJA is a less complex skill, this measure does have interesting links to later cognitive development. If an infant can respond to caregiver’s direction of their attention then they are likely to be exposed to sources of rich environmental input and benefit from many opportunities to learn new words and concepts. Several studies have highlighted the importance of RJA for later language development (Baldwin, 1991, 1993; Mundy and Gomes, 1998), and it is interesting to note that in an ERP study investigating responses to
known and unknown words, Mills et al.,(1994) found that peaks in activation were found in frontal and parietal areas, the very same areas thought to be involved in JA. This combination of methods and the investigation of different cognitive skills highlight the value of a multi-disciplinary approach. The shared localisation of certain aspects of language and social cognitive function facilitates the formation of hypotheses about the possible shared cognitive mechanisms underlying these skills.

The studies reviewed here point to the importance of two distinct pathways in the brain used for joint attention tasks. The left parietal lobe appears to be implicated in responding to visual attention, whereas the frontal and temporal lobes play a role in initiating visual attention. These findings highlight the importance and utility of choosing behavioural tasks that measure clearly defined cognitive abilities. If one does not know what the behavioural task is measuring, then the characterisation of brain areas important for that ability is not possible. What remains to be added to this burgeoning work on joint attention is an investigation of structure, function and behaviour in the same individuals over the course of development. This would enable us to begin to explore the sequencing of changes in these three areas and to investigate how changes in timing effect the overall developmental outcome. In fact, such an approach would be useful in every domain of cognitive development. More advanced imaging and analysis techniques will allow us to look not only at discrete brain areas but also at changing connectivity and the establishment of cortical circuitry used in particular tasks over development. These techniques should help prevent us from taking a static view of development.

6. General summary

We have reviewed data from four different cognitive domains: rapid auditory processing, face processing, object permanence, and joint attention to provide examples of how results from studies with animal and humans can assist in the generation of hypotheses concerning the neural bases of normal language, cognitive, and social development. Rather than being an exhaustive catalogue of the literature in these domains, the examples are intended to be used as a starting point when developing new hypotheses concerning links between behaviour and the brain areas that might subserve it. The examples highlight the important contribution data from different fields can make to successful investigations in developmental cognitive neuroscience.

In many of the areas of cognition reviewed, the literature points to the importance of the frontal lobes. This brain region plays a major role in a great many cognitive tasks and is of particular interest to developmentalists because of its protracted developmental course. As was mentioned in the section on object permanence, the period between 8 and 12 months is crucial in the development of the frontal lobes and is an excellent time at which to conduct studies which examine behaviour and brain function in parallel. In many cognitive domains, one sees a change in the brain areas recruited as an ability develops. For example, in face processing subcortical areas are recruited early in development but later a wider network is involved including the fusiform face area (de Haan et al., 2002a, b). The absence of such a shift might serve as an indicator of a developmental problem, and therefore might be a useful clinical tool. In addition, in development we should not take adult patterns for granted. Infants may well use brain areas that are traditionally not thought of as important for a particular skill. It has been demonstrated that language areas such as superior temporal gyrus and the left inferior frontal gyrus appear to be involved in face processing. When searching for brain and behaviour links developmental researchers should be aware that networks may be much more widespread early in development.

The brain areas that are recruited for language-related tasks, such as in rapid auditory processing, are extensive as would be expected given the complexity of the task. While it is important to investigate the role of the superior temporal lobes in language development, the importance of subcortical structures, such as the caudate nucleus, for this ability should not be overlooked. Although it is difficult to localise electrophysiological responses to deep cortical areas, technological advancements including dense array EEG and modelling of recruitment of brain areas across time (e.g. directed coherence) provide increasing support for this endeavour (Michel et al., 2004). Moreover, areas such as the caudate nucleus and the thalamic nuclei are clearly seen in structural and functional MRI, even in 6-month-old babies, so there is increasing opportunity to begin mapping their development in detail. Functional MRI may well be a useful tool for language research because babies appear to be able to tolerate auditory stimuli in an MRI environment, even when not attending fully (e.g. Dehaene-Lambertz et al., 2002).

The review of studies of joint attention highlights the importance of having a clear idea of the cognitive process the target behavioural task is measuring. Studies linking brain and behaviour in this domain have revealed that distinct brain areas are recruited when initiating and responding to joint attention. Responding to joint attention appears to rely on areas that are also seen in attention tasks, whereas initiating joint attention shares many areas of activation with language tasks. This domain provides rich opportunities for developmental studies and techniques, such as NIRS, which can be used while the child is active, and should yield increasingly interesting data. Such studies should track the changing localisation of function as skills develop. For example the shift from visual areas when the child responds to joint attention to frontal areas as the child is able to engage a partner in joint attention his/herself. In addition, structural imaging, especially DTI, should allow us to trace increasing neural connectivity between areas that we believe are linked cognitively.
The attainment of object permanence is an important cognitive milestone. However, the early executive control mechanisms underlying it, such as response inhibition and attentional control, are more relevant to later development. Future research should investigate how the frontal lobes interact with other brain areas to allow control of complex behaviour. The work on object permanence and rapid auditory processing also illustrates the important contribution of animal studies to making links between brain and behaviour. Animal studies enable us to perturb the cognitive system in controlled ways that are not possible within studies of human development (Fitch et al., 2001). Such studies highlight how quite small and seemingly delimited changes in brain structure and function can have large effects on the behavioural outcome. The object permanence data from imaging, animals and human infants, showing the importance of the prefrontal cortex for this task, are an excellent example of how converging methodologies can enable us to verify the presence of links between brain and behaviour.

Although recent advances in imaging techniques are extremely exciting, it is important to exercise caution when embarking on studies examining the interface between brain and behaviour, particularly in development. It is important not only to look at brain areas in isolation, but as suggested above to consider changes in the connectivity between areas across development. Techniques that allow us to trace neural connectivity will also be extremely useful in this domain, as it is likely that the networks used in the development of a skill will be different from those seen in the mature brain. The use of improved diffusion tensor imaging techniques (Paus et al., 2001; Ulug, 2002) alongside fine-grained behavioural tasks should enable investigation of the time course, as well as individual variation in such changes. One should always remember that brain and behaviour relationships are extremely complex and that behaviour is likely to rely on circuitry dispersed across the brain, rather than a distinct circumscribed area. As noted by Neville et al. (1993), “the developing organism displays a high degree of change both in different neural systems and in cognition, and thus provides an important opportunity to link variability in one trajectory to variability in the other.” However, the careful use of increasingly fine-grained behavioural assessments in conjunction with state-of-the art brain imaging methods provides an unparalleled and increasing opportunity to obtain a clearer, more detailed picture of how neural development interacts with environmental influences across time to produce complex behaviours and individual variability in brain function.
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